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The evolution of real time 3D graphics technologies in combination with high bandwidth Internet con-
nections and modern Web browsers enable users to explore complex 3D scenes. As a rule, a virtual visitor
has to manually explore the geometrically complex 3D model in order to discover points of interest. This
manual exploration is a time consuming process that, in some cases, can be assisted by sets of predefined
points of interest. In this paper, we propose the annotation of 3D scenes in order to equip the user with

keywords: a text based 3D scene search engine. The search engine provides a query mechanism that unburdens the
3D reconstructions . . . .
Annotation user from the time consuming process of manually exploring vast 3D scenes. It responds to queries by
Search engine exploiting the metadata of each 3D model and returns textual and visual information along with a group
Viewpoint of links that correspond to relative points of interest within the 3D scene. The search engine allows the
Virtual reality virtual visitor to automatically be transferred to a specific point of interest. We have built a Web acces-
Metadata sible prototype system that is able to handle queries related to historical data, topological relationships
Native XML and architectural properties of buildings. A number of 3D reconstructions covering urban areas of cul-
Database

tural importance located in Northern Greece have been annotated and used in the search engine as case
studies. The prototype system is based on open source technologies and on a hybrid metadata schema

that is derived from the MIDAS Heritage and MACE schemas.

© 2011 Elsevier Masson SAS. All rights reserved.

1. Introduction

Nowadays, high accuracy 3D digitisation of cultural heritage
monuments is considered a common practice [1-19]. Modern
real time 3D graphics accelerators in combination with viewpoint
aware geometry occlusion algorithms allow the virtual exploration
of such high geometric complexity 3D scenes. Some of the produced
3D models have been published on the Internet and thus can be
accessed using a Web browser [1,3,7]. Unlike a 3D digital replica of
an artefact, a 3D model of a monument or one of an archaeological
site can be considered as a collection of 3D objects. This collection
can also be considered as a static database. A manual virtual explo-
ration of such a collection is not always efficient. This is due to the
geometrical-morphological complexity of the scene and due to the
imponderable factor of the virtual visitor’s special interests. In cases
where a 3D scene is annotated with metadata that describe the-
matic aspects and properties of collection’s entities (e.g. artefacts,
statues, buildings or architecturals) then a keyword-based search
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engine can provide the basis of an information retrieval mechanism
that enhances the user’s virtual exploration experience and study
of the monument.

In this paper, we discuss the idea of facilitating virtual vis-
its in complex 3D scenes by employing a keyword-based search
engine. We propose the annotation of 3D scenes with information
that encloses archaeological details, historical facts, architectural
properties and spatial relationships of entities. The proposed
methodology provides a tool that can be applied to shift the vir-
tual visitor from the time consuming manual exploration procedure
of identifying areas of interest into an efficient and user-oriented
approach for exploring the details of complex 3D scenes. In order
to support the previous statement, we have developed a prototype
search engine using open-source technologies. The functionality
of the search engine enables the user to perform keyword-based
queries, spatial-topological queries and predefined conditional
queries that are related with architectural and historical proper-
ties. We have selected three 3D reconstructions of urban areas
of Northern Greece as case studies [3,7,9]. These were built using
photogrammetry, 3D terrestrial range scanner data, topographical
maps and manual measurements. The VRML 2.0 standard file for-
mat has been used for bringing the 3D scenes to the Web. The 3D
scenes were annotated and the metadata that have been created
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follow a hybrid XML schema that is based on the MIDAS Heritage
[20] schema enhanced with custom elements and elements derived
from the MACE [21] schema.

The rest of this paper is organised as follows. In Section 2, we
describe some of the related works and we emphasize on the nov-
elty of this paper. In Section 3, we describe the point-of-interest
(POI) annotation approach, the proposed hybrid schema, the archi-
tecture and the functionality of the prototype search engine. We
conclude in Section 4 by proposing some ideas on the future devel-
opment of the prototype.

2. Related work

Nowadays, 3D content has become very popular not only due
to the current technological trends (e.g. 3D films and television)
but also because it provides a mean for better comprehension and
appreciation of the visual content. Currently, research projects like
the CARARE, work on brining architectural and archaeological 3D
content to the public through the Europeana search engine [22].
Several research groups have proposed methods of annotating 3D
scenes in order to exploit their content in various applications. Gob-
etti et al. [23] proposed the exploitation of the anchor link feature
covered by the VRML 2.0 standard [24] in order to present his-
toric and tourist information. Singh et al. [25] described a method
to visualise 3D scenes by combining non-linear projections and by
performing data mining from manual explorations. Bilasco et al.
[26] proposed a generic semantic annotation model for low com-
plexity 3D scenes that aims in the reuse of geometric primitives.
Tenmoku et al. [27] proposed a view management method which
emphasizes on annotating 3D replicas of artefacts. In [28], Maass
et al. presented a technique that models annotations as separate
three-dimensional scene elements that are automatically posi-
tioned and oriented according to the shape of the referenced object.
Kadobayashi et al. [29] proposed the idea of allowing the user to
create, edit and store annotation metadata of 3D models.

The combination of annotation and augmented reality has also
been exploited by Feiner et al. [30]. They proposed a prototype 3D
mobile augmented reality system for exploring real urban envi-
ronments while presenting the metadata using a head unit display.
Okuma et al. [31] has also proposed a similar wearable 3D model
annotation system based on object tracking. Jung et al. [32] pre-
sented the post-it note metaphor as a means to allow special
interest groups to annotate 3D models in order to exchange notifi-
cations in a collaborative 3D environment. Kleinermann et al. [33]
described a system to annotate the content of 3D virtual environ-
ments in order to support virtual touring. Chittaro et al. [34,35]
proposed the adoption of guided tours in virtual environments and
the use of a radar metaphor as an effective aid for navigation. The
lack of semantic description in virtual environments has also been
noticed by Pittarello et al. [36]. They described an approach to asso-
ciate semantic information with 3D scenes based on the integration
of the X3D [37] and Semantic Web [38] standards. The annotation
of 3D models has also been researched by bioengineers. Balling pro-
posed a system that allows the annotation of volume data provided
by computer-aided tomography (CAT) [39].

The novelty in our work arises from the fact that it departs from
the idea of visualising information within the 3D environment.
It describes an information retrieval mechanism that integrates
a common graphical user interface of low learning overhead that
allows efficient retrieval of information related to the content found
in 3D scenes. Assuming that a user is searching for the Roman
Colosseum and this monument exists within a 3D scene that cov-
ers a large portion of the ancient Rome. It is important for the
virtual visitor to be able to efficiently explore this POI Based on
this example, the proposed system focuses on the idea of unbur-
dening users from a time-consuming manual exploration process

and allows them to identify parts of 3D scenes that fall in their
particular interests, whether these are scientific (e.g. architectural-
archaeological features and properties, historical information) or
not (e.g. cultural tourism, scene exploration). Such a system may
find applications in areas such as cultural resources management
and heritage interpretation. Cultural resource managers might use
such asysteminorder to annotate 3D replicas of physical assets and
scarce elements with information and details in order to enhance
their resource management procedures. Museums may improve
essential functions such as artefact position inspection and identi-
fication or virtual collection management. It may be deployed in the
significant sector of cultural tourism as it allows visitors to identify
POIs prior-to-the-visit or retrieve in situ information (heritage inter-
pretation) when wireless network technologies allows it. Another
possible application may be the integration of the proposed search
engine in an e-tourism service that exploits Web 2.0 technology
(commenting, tagging, etc.) in order for the visitor to adapt his/her
cultural experiences according to other’s reviews, comments and
ratings.

Furthermore, we consider a 3D scene as a static database and
thus we suggest the use of a text-based search engine as a tool to
identify entities in such a database. This is achieved by following
a 3D scene annotation approach that is based on POls. We present
a prototype that allows users to perform keyword-based queries
related to the content of the 3D scenes. We focus on 3D recon-
structions that depict urban areas of cultural importance and thus
we have used a hybrid schema that is able to handle historical,
archaeological, architectural and topological information.

3. A 3D scene search engine prototype

In this section, we describe the proposed annotation approach
of 3D scenes, which includes the procedure of defining POIs, the
hybrid schema that has been used for storing the metadata and the
architecture and functionality of the prototype search engine.

3.1. 3D scene annotation based on points-of-interest

Annotation is the procedure of building relationships between
entities that belong in a single or multiple information domains. In
this work, we establish relationships between POls in 3D scenes and
sets of textual information that add value to the POIs’ content by
describing historical, archaeological, architectural and topological-
spatial aspects. According to the proposed annotation approach,
entities such as a building, a statue, a monument or any part of them
are considered as POlIs as long as they exhibit important aspects in
the given archaeological-architectural context domain. Hence, the
procedure of identifying POIs is absolutely interlinked with the con-
tent of the 3D scene, the scope of its creation and the information
context that can be extracted from it.

Technically, POIs are defined as vectors that describe the prop-
erties of a perspective virtual camera model. These properties are
the spatial coordinates of the centre of projection, the orientation
of the projection plane against each Cartesian axis and the field of
view (Fig. 1i). All coefficients are defined within the local coordi-
nate system of a 3D scene and are used to describe a viewpoint that
focuses on an entity’s facade or detail.

In order to extract the coefficients of each POI vector, we have
followed a process of manual exploration and identification of enti-
ties in all 3D scenes. The POIs were defined by moving the virtual
camera in positions where its projection plane is able to capture
the important aspects of each entity (Fig. 1ii). The 3D reconstruc-
tions that have been used contain mainly buildings and thus all
POIs where selected by attempting to minimise the geometric
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Fig. 1. Point of Interest (POI) identification example.

declinations between the entities’ facades and the virtual camera’s
projection plane.

3.2. 3D Scene content documentation and XML schema encoding

After the definition of the POIs, the documentation of all
selected entities took place. This was done in cooperation with
archaeologists of CETI's cultural heritage department [40]. The
MIDAS Heritage XML schema [20] was selected as the basis for
encoding the documentation information of each entity. The
specific schema carries elements that allow to describe heritage
assets (archaeological monuments, landscapes areas, buildings,
etc.), related activities (management, designation, events, etc.)
and information sources (bibliography, archives, narratives, etc.).
For this work, we have encoded information related to the entity’s
history, current and previous owners, architectural properties,
usage, preservation state, possible interventions, designations (e.g.
listed as a scheduled building), spatial and topological data by
using a hybrid metadata schema that is based on MIDAS Heritage
and MACE schemas [21].

More specifically, a number of extensions to the MIDAS schema
were implemented in order to achieve the search engine’s required
functionality. The MIDAS meta element is the primary node (root)
for storing a set of basic information related to a heritage dataset
[41]. We extended this node by introducing the Scene Details (Fig. 2)
and Generation Details (Fig. 3) elements. The Scene Details element

defines the primary properties of a 3D scene. These are a unique
identification number, a uniform resource identifier (URI) to a
VRML/X3D model and a set of environmental details such as the
sky colour vector and the dimensions of the avatar. The Generation
Details element is used to provide fundamental information about
the methodologies that have been followed to create the 3D scene.
The Creation Purpose sub-element describes the scope of use of the
3D model. The geometrical accuracy and fidelity of a 3D model is
one of the dominant factors that determine the scope of its use. For
example, a low-density 3D model created using photogrammetry
is adequate for the dissemination of the monument or for online
virtual touring but not sufficient for scientific analysis. Moreover,
the Raw Data Types sub-element describes, using controlled
vocabularies, the data types being provided by the 3D digitisation
systems that were used during the digitisation phase of the scene.

Furthermore, two extensions are also proposed to the mon-
ument element of the MIDAS schema [42]. These are the Scene
Object and the Asset Details elements. The Scene Object element
(Fig. 4) is used to describe an entity’s POI that holds a unique
identification number. The Inheritance sub-element provides an
alternative approach to define Parent-to-Child and Child-to-Parent
relationships between the entities of a 3D scene. It provides a
method of relating entities of a 3D scene under any given knowl-
edge domain. Although, the Spatial Appellation element of the
MIDAS schema provides efficient means for extracting spatial and
topological relationships between entities based on geographic

——  ScenelD —-i>[

Unique ID of a 3D scene. ]

Scene Details ———C=—Model Digital Resource *4>[ Digital resource (URI) of the 3D scene ]

— Enviromental Details

b Viewpoint Vector

Ground Colour Vector

Sky Colour Vector
—— Avatar Dimensions Vector ——I>[
—— Camera Position Coordinates ——-I>[
Camera Target

Field of View

--0>{ RG,B coefficients of the 3D model ground colour |

=

R,G,B coefficients of the 3D model sky colour ]

Dimensions of the avatar's bounding box ]

Spatial coordinates of the projection centre

——D[Orientation of the projection plane against each axis]

o

Field of View (f)

Fig. 2. Graphical representation of the Scene Details element.
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Q.. Creation Method —-|>[ Textual description of the method followed to create the 3D model ]
Q.. . e - -
Creation Purpose —-l>[ Textual description of the purpose behind the creation of the 3D model ]
0. =
- Raw Data Types —-D[ Textual description of the 3D raw data types ]
0.
Note “|>[ Additional textual details for the generation process of the 3D model ]
Fig. 3. Graphical representation of the Generation Details element.
*~I>[ Unique ID of object in a given 3D scene.
Parent of —-|>[ ID of a scene’s object that is considered a "child’ of the current object ]
Iheritance

0..«

Child of —-I>[ID of a scene’s object that is considered a 'parent’ of the current object]

ThumbnailURI ——{>[

Date

URI that points to a thumbnail image
that depicts the object of the scene

——-D[ Indicates the date the photo was taken ]

Camera Position Coordinates ——<[>[ Spatial coordinates of the projection centre ]

Viewpoint Vector e Camera Target -—~|>[0rlentation of the projection plane against each axls]

oo

Fig. 4. Graphical representation of the Scene Object element.

Field of View Field of View (f) ]

coordinates of a given datum, the Inheritance sub-element operates
as a supplemental method to relate entities in different knowledge
domains. The definition of the knowledge domain in which the
entities relationships occur, depends on the metadata author.

In our case study, we have used the Inheritance sub-element
in order to relate entities details that cannot be identified by
geographic coordinates. Such examples are the decorative details
of a building or a wall engraving. The Image Digital Resources

Asset Details —O

_E Initial Construction Date ~-[>{ Initial construction date of entity |

— Dates
Y 1.0 . =
Preservation ———(—=— Restoration Date f
— Preservation ——O—— State --l>[ State of entity (complete, incomplete, fragmentary) ]
— Observations --[>[ Draft description of the condition of the entity in natural language ]
.ie0
— Functional Typology —-[>[ Specification of the final use of the entity ]
1.0
— Form Typology -D[ Describe the basic form of the entity ]
1.%
— Trends Typology —-D[ Describe architecture styles and periods ]
1,0
Architectural Details ——O—— Materials —-D[ Describe dominant/basic materials been used in the entity J
1.0
— Structural Elements --D[ Describe basic structural element components of the entityJ
1.0
— Form Characteristics ——D[ Topographic and geometric features that influence the form of the entity
1.0

Number of Storeys

-

Fig. 5. Graphical representation of the Asset Details element.

Number of entity's stories ]
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a. View of Kougioumizoglou mansion,
Old city of Xanthl, Greece

b. View of Mehmet Ali's house,
Old city of Kavala, Greece

c. View of Saint Barbara's springs,
Drama, Greece

Fig. 6. Viewpoints from the 3D scenes that were as case studies.

sub-element holds URIs to digital photographs of an entity while
the Viewpoint Vector sub-element holds the virtual camera’s
coefficients.

The Asset Details element (Fig. 5) focuses on the entity’s
architectural classification. The Preservation sub-element provides
construction and restoration dates along with current preservation
state information. The Observations sub-node may provide brief
descriptions about the entity’s condition. The Architectural Details
sub-element contains attributes defined by the MACE architectural
classification schema [21]. We have selected an efficient basis of
elements in order to describe the entity’s functionality, basic form,
architectural style, materials being used, etc.

In our implementation, the metadata structure follows the tree
metaphor. Each 3D scene is composed by a root node that provides
the 3D scene’s basic information. This information is described in
the Scene Details and Generation Details elements (Figs. 2 and 3).
The root node is followed by a number of sub-nodes that represent
the scene’s entities. A complete 3D scene metadata example in XML
can be found at http://www.ceti.gr/3dsse/SceneExample.xml.

We have annotated three 3D scenes to be used as case studies.
All of them have the speciality to exhibit mixed traditional Greek,
European and Oriental architectural features of late 18™ century
and are located in the region of Eastern Macedonia and Thrace.
These are:

e a part of the old town of Xanthi, which is one of the biggest
traditional settlements in Greece (Fig. 6a);

e a part of the old town of Kavala, located on the Panagia peninsula
(Fig. 6b);

Native XML
Metadata
Third Party Database

Web Resources

Google
Mapping
Service

e Internet

Scripts

Data retrieval based on
Google Maps API
3D Scenes
file repository

e a part of the Saint’s Barbara springs region in city of Drama
(Fig. 6¢).

A total of 20 entities were identified within the 3D scenes and
documented according to the needs of the proposed metadata
schema.

3.3. Search engine’s architecture and functionality

The prototype is based on open source technologies and can
be found at http://www.ceti.gr/3dsse. Fig. 7 illustrates the basic
components of the system. The core functionality has been imple-
mented using the PHP script language [43]. A native XML database
has been used for metadata storage [44]. For the evaluation of
the prototype system, we have performed a number of tests that
were focused on ensuring the correct operation of each individ-
ual function in the PHP source code followed by operational tests
that verified the correct response of the system. Additionally, we
have conduct distinct queries based on the metadata content in
order to evaluate the system’s responses. As this is an experimen-
tal prototype, we relied on the known performance of the open
source technologies being used and thus a complete evaluation
of the system in terms of performance metrics has not been per-
formed.

Furthermore, the system handles queries that contain either
keywords or natural language text. The latter are predefined sen-
tences that contain variables that allow users to perform specialised
queries in order to narrow down the retrieved information. We
have implemented only two predefined queries as the purpose of

Server side

PHP Server

Search Engine
Front End Scripts

1
1
! Client side
i
1

(CTTTTTTTTTTTTTT 1
1 ]
| VRMLX3D |
i plug-in i
1 ]

Apache Web Server <> Internet

Fig. 7. Architecture of the prototype search engine.

of Cultural Heritage (2011), doi:10.1016/j.culher.2011.09.001

Please cite this article in press as: A. Koutsoudis, et al., 3DSSE - A 3D Scene Search Engine. Exploring 3D scenes using keywords, Journal



dx.doi.org/10.1016/j.culher.2011.09.001
http://www.ceti.gr/3dsse/SceneExample.xml
http://www.ceti.gr/3dsse

G Model
CULHER-2550; No.of Pages 8

6 A. Koutsoudis et al. / Journal of Cultural Heritage xxx (2011 ) xXx-Xxx

S

The Old Town Of Xanthi See itin 3D =

Country: Greece County: Xanthi
Era: 19th Century - 19th Century

Epirotes and Western Macedonians caftsmen built with aristry
the structure of Old Town, following the patterns of urban centers
of the Cttoman empire. Exquisitive architecture, belle époque,
influence from Italian Renaissance, German Romanticism and
Greek Neoclassicism. They are defused all over.

Copyright

Cultural and Educational Technology Institute/R.C. "Athena’ ® 2011

Root element
=p of the current
3D scene

Bank Of Charity More sboutit = Seeitin3D0 =) Seeitinonmap= What is close to it=)

It is located at Metropolis square (old town of Xanthi). It was used as headquaries of the Greek consulate during the Ottoman
occupation. It has also being used as the residence of the priest of the neibouring Holy Temple of Timics Prodromaos. It was
donated to the Metropolis Church by the Fotiades family.

In Summary: A two storey squared and minimal building.

Construction: 1900 Functionality: Charitable institution Num. of Storeys: 2

Holy Metropolitan Church Of Timios Prodromos More aboutit =  Seeitin 3D =) See itin on map =5 What is close to it=)
The temple is dedicated to John the Baptist, protector and patron saint of Xanthi. It is & three aisle basilica with a nave,
ssnctuary, narthex and loft (‘ginasikonitis”) shaped M. In a8 previous phase it should have been triune. The central sisle is
dedicsted to the Nativity of John the Baptist, the north sisle to the Annuncistion and the south to St. George the martyr "from
In Summary: 18th century building
Construction: 1839 R ion: 1998 Functi

1o

ity: Church Num. of Storeys: 2

List of relevant

Metropolitan Mansion More saboutit = Seeitin3D =) Seeitin onmap=) What is close to it=)

The Metropolitan Mansion is located in Metropolis Square in the old city of Xanthi, in the northwest of the Metropolitan Church
of St. John the Baptist. The Metropolitan Mansion was built in 1897 with funds from the monasteries of Xanthi and contributions
of the "Community of the Greeks™. In 1902 a fundraiser was conducted in order to make repairs to the building, to which
In Summary: 19th century building

Censtruction: 1897 Restoration: 1997 Functionality: Residence Num. of Storeys: 2

| .

Belfry Of Timios Prodromos Church More aboutit =  Seeitin 3D =) See itin onmap =) What is close to it=)
The belfry is located at the southwest side of the Metropelitan Church of St. John the Baptist, in the old city of Xanthi. It has
three storeys, five bells it is built of reinforoed mixed conorete and shows classic and new-Byzantine characteristics. The cument

In Summary: It was built in the 15th century
Construction: 1924 Functionality: Religious Num. of Storeys: 3

5

belfry replaced an older, located at the northwest of the temple. In a postcard of 1920 can be seen the shape of the old belfry, ;‘ ‘

The Old Town Of Kavala See itin 3D =

Country: Greeca County: Kavala
Era: 18th oantury - 18th century

The old town of Kavala is located on the Panagia peninsula and
it is 8 maze of namow streets flanked by pastel coloured houses
Some of the main edifices are the Imaret, s typical building of
Mchamed Ali founder of the last Egyptian dynssty and the
lighthouse, which offers splendid views over Kavala

Copyright

Cultural and E: | Te I I

gy Institute/R.C. "Athena’ ® 2011

Church Of Virgin Mary (kimiseos Theotokou) More aboutit =+  Seeitin 30 =5 See itin on map=F What is close to it=p

One of the most important Christian Orthodox monuments in the city of Kavala. It located between Mehmet's Ali house and the
lighthouse.It's being built on top of an old monastery which only its belfry is preserved.In the same position, an clder, early
Christian church existed and probably in the 14th century a single room church dedicated to Panagia the "Kammytziotissa™. This

Functionality: Church

o

=

Fig. 8. Partial results of a search with the keyword ‘church’.

$POis in the
current 3D scene

this work is to demonstrate the functionality of the prototype. The
predefined queries are the following:

e built between a start period (year) and an end period (year);
e materials used 15t material type, 2"d material type,..., n® material
type.

The first query will retrieve all entities that fall into the given
chronological limits, while the second query will retrieve all entities

that contain any of the materials being described. The number of
predefined queries can be expanded based on the need of handling
more complex user requests.

Additionally, the query handling script is responsible for parsing
the query and composing the XPATH expression which is for-
warded to the database. The database responds to the query and
the results are being parsed by the front end script which com-
poses the retrieved information. Fig. 8 depicts a screenshot of a
search engine’s reply. Each root entity represents a 3D scene that
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it is followed by, relevant to the query, entities that exist within
that 3D scene. The root element (Fig. 8) is accompanied with a map
where the area that is being covered by the 3D scene is approxi-
mated by a rectangular and a short description about the content of
the 3D scene. Additionally, for each one of the entities, a thumbnail
image is provided together with a short textual description related
to the history of the entity and its architectural properties. For
each entity, a set of options are available to the user. These are the
following:

retrieve a complete record for the specific entity;

transfer to the POI within the 3D scene;

examine the entity’s position onto a world’s map;

request by the system to indicate what other entities are close
to a chosen one by taking under consideration their geographical
coordinates.

More specifically, the first option retrieves the complete meta-
data set from the database and organises it in a record form that can
be printed. The second option, exploits the textual format of the 3D
models in order to stream to the user’s browser the 3D scene with
the viewpoint vector of the specific POI defined as the default view-
point. The engine merges a dynamically created portion of VRML
2.0 source code with the 3D scene and forwards it to the user’s Web
browser.

The third and fourth option take advantage of the spatial meta-
data. The MIDAS Heritage schema specifies a set of metadata
elements for describing geographic datasets. In our metadata, we
have used the WGS84 geodetic system to describe the entities coor-
dinates.

The third option provides a visual indicator on a world map that
points to where the entity is located. This is done by exploiting
the Google Maps service API and the entities spatial coordinates.
On the other hand, the forth option represents a special form of
query with which the system is requested to identify what enti-
ties exist within a given area. In our implementation this area is set
to 500 mZ. The system considers the longitude and latitude coor-
dinates of a selected entity as the centre of this rectangular area
and identifies what other entities fall within the limits. Those enti-
ties can be part of any 3D scene within the database. The system
replies by sorting the entities according to their distance. The first
entity to be returned by the system is the query entity which is
then followed by the next closest entity. A higher-ranking position
indicates a shorter distance from the query entity. The topological-
spatial queries can provide users with information that also could
be exploited in a real visit to a monument.

4. Conclusions

In this work, we have developed an online keyword-based
search engine for 3D scenes. We have based the development of
the prototype system on the assumption that a 3D scene is a collec-
tion of 3D objects and thus it can be handled as a static database. We
applied the POl annotation approach in order to create sets of meta-
data that accompany 3D scenes that cover urban areas of cultural
importance in the region of East Macedonia and Thrace, Greece. The
3D scenes make extensive use of texture mapping techniques and
thus allow users with low bandwidth connections to experience a
3D virtual tour within reasonable downloading times. The meta-
data follow a hybrid XML schema based on MIDAS Heritage and
MACE. A number of additions to the schema were also proposed
in order to achieve the required functionality of the search engine.
This functionality provides positioning of the virtual visitor in a
POI within a 3D scene and the ability to perform queries related

to archaeological, historical, architectural and spatial-topological
properties.

Currently, novel 3D scenes are being annotated in order to be
added in the search engine’s database. At the moment, we are also
working on enhancing the querying system in order to be able to
handle more complex queries and on providing a X3DOM-WebGL
[45,46] compatible version for eliminating the need of installing a
VRML/X3D plug-in on the user’s Web browser.

At present, the search engine’s functionality, except from the
3D content, can be accessed by all smartphone browsers that sup-
port Javascript technology by using either GPRS or WiFi networks.
The X3DOM-WebGL technology can be considered as a probable 3D
content carrier for smartphones [47]. At present, this is not possi-
ble as there is only a limited number of Android-based smartphones
that are able to run the Mozilla Fennec [48], that is the only WebGL-
enabled Web browser. On the other hand, 10S based devices such
the iPhone and iPad are able to access X3D content only through
the instantMini [49] standalone application. Thus, a generic solu-
tion for accessing such 3D content through a smartphone’s Web
browser is still not available.
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